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Abstract 

In an era of rapidly evolving labor market demands, aligning policy documents with the skills 

required for emerging and existing occupations has become increasingly critical. This paper 

presents a scalable, AI-driven framework for skill mapping that integrates advanced sentence-

embedding models, FAISS for high-speed similarity searches, and the European 

Skills/Competences, Qualifications and Occupations (ESCO) classification. By automatically 

extracting and analyzing skill references in policy texts, the framework helps policymakers and 

analysts identify recurring competencies, detect emerging themes (e.g., sustainability or digital 

literacy), and pinpoint potential workforce gaps. Additionally, it introduces a systematic method 

for assessing occupation-level relevance—calculating the overlap between policy-cited skills and 

ESCO-defined occupations to guide targeted upskilling and reskilling efforts. Empirical results 

suggest that this AI-enabled approach can markedly enhance both the speed and accuracy of policy 

analysis compared to traditional manual reviews, ultimately supporting data-driven decision-

making at scale. 

1. Introduction 

Global labor markets are changing at a rapid and unpredictable pace, fueled by technological 

innovation, globalization, and changing economic priorities. Recent studies confirm an increased 

focus on digital competency, sustainability, and flexible skill sets with adaptability in sectoral 

disruption (Kraus, 2022; World Economic Forum, 2023). In response, policymakers, educational 

leaders, and private-sector representatives have accelerated efforts to seek systemic approaches for 

balancing public programs and guidance with emerging workforce requirements (OECD, 2023; 



European Commission, 2022a). Reconciliation is becoming increasingly important in sectors such 

as renewable energy, data science, and e-governance, in which skills must respond to rapid 

marketplace transformations (Rikala, 2024). 

Traditional policy analysis—which often relies on manual document reviews, expert panels, and 

time-intensive interviews—faces distinct challenges in this new environment. Manual processes 

not only risk introducing subjective biases but also struggle to handle the volume and variety of 

policy documents produced across multiple domains (European Commission, 2022b). In response, 

researchers and institutional bodies have begun to explore data-driven tools, including artificial 

intelligence (AI) and natural language processing (NLP) techniques, to streamline policy 

assessment and skill forecasting (Rashid, 2024). By leveraging machine learning to identify 

relevant skills automatically, AI-based solutions can offer more accurate insights into workforce 

readiness and highlight critical skill gaps that must be addressed to remain competitive in the 

global economy (OECD, 2023; World Economic Forum, 2023). 

The current paper introduces a reproducible, AI-driven methodology that extracts relevant skills 

from large policy text corpora using vector embedding models, FAISS (a fast similarity search 

library), and the European Skills/Competences, Qualifications and Occupations (ESCO) 

classification framework. Specifically, we harness the Sentence-BERT family of models to 

transform both policy text and ESCO-defined skills into vector representations, enabling rapid 

similarity-based matching. Through this approach, policymakers can obtain actionable feedback 

on the skills most frequently cited or implied in policy documents, facilitating timely adjustments 

to educational curricula, workforce development strategies, and regulatory interventions 

(European Commission, 2022a). 

Beyond identifying skill sets relevant to an issue, this article sets out a mechanism for gauging 

occupational pertinence. By estimating skill intersection between occupations defined in terms of 

ESCO and policy documents, policymakers can calculate jobs most affected by, or most in tune 

with, a specific policy (OECD, 2023). By adding an additional level of analysis, such areas can 

then become apparent for focused upskilling and reskilling interventions, and for a more effective 

use of resources and a deeper coordination between legislative interventions and labour market 

realities (World Economic Forum, 2023). In pilot-testing out such an AI-facilitated skill mapping 

mechanism for scalability, accuracy, and ease of integration, the article both sets out a blue-print 

for future method and an empirical basis for future educational, workforce, and social planning-

related policy decision-making options. 

2. Background and Related Work 

Recent years have seen a boom in studies dealing with skill extraction automation of textual 

information, in reaction to increased demand for flexible workforce development. Several studies 

have emphasized AI-facilitated approaches for efficiency and accuracy improvement in emerging 

competency determination, for recruitment, curricula planning, and policy evaluation (Liu, 2024; 

Babashahi et al., 2024; OECD, 2023). Most recently, work identifies AI-facilitated approaches can 

bridge between high-policy programs, such as European Green Deal, and Sustainable 

Development Goals (SDGs), providing a coherent framework for impact evaluation (Koundouri 



et al., 2022). Other studies apply similar machine learning approaches for discovering SDG 

information in human security policies (Koundouri et al., 2024a) and suggesting AI integration in 

energy infrastructure for attaining global climate objectives (Koundouri et al., 2024b). In this 

section, relevant work concerning skill extraction methodologies, analysis frameworks for 

policies, and European Commission’s role in developing an ESCO taxonomy for harmonization 

of skill definitions is discussed. 

2.1 AI in Skill Identification 
 

Skill extraction from textual documents—ranging from job advertisements to policy briefs—has 

become a vibrant area of inquiry as organizations look to automate segments of the workforce 

planning process (World Economic Forum, 2023). Early techniques often relied on manually 

curated keyword lists or rudimentary rule-based systems, which proved limited when dealing with 

complex language or domain-specific nuances. In contrast, more recent research has emphasized 

embedding-based NLP models that capture semantic relationships in a contextual manner. These 

models transform text into vector representations—commonly referred to as embeddings—making 

it possible to measure similarity between phrases, sentences, or entire paragraphs in a more robust 

way than simple keyword matching. Such techniques have been shown to be particularly effective 

for multi-lingual or highly specialized policy texts, where vocabulary shifts and contextual 

subtleties can diminish the effectiveness of traditional rule-based methods. Recent advances in 

transformer-based architectures have further refined the ability to detect latent skill references, 

improving precision and recall (Supriyono, 2024). 

2.2 Policy Analysis and Decision-Making 
 

Policy documents typically address a wide array of social, economic, and technological issues, 

making it challenging for analysts to isolate the sections that directly pertain to workforce 

development. Historically, manual reviews and expert interviews dominated this space, but such 

methods tend to be labor-intensive and susceptible to reviewer bias. Driven by mounting evidence 

that data-oriented methods yield more consistent and quicker policy insights, AI-driven text 

analytics is increasingly adopted to augment, or in some cases replace, traditional qualitative 

approaches (OECD, 2023). Automated content analysis not only helps in timely policy revision 

but also in identifying gaps or overlaps in regulations. This is especially relevant in sectors like 

green energy, digital healthcare, and Industry 4.0, where emerging technologies and new forms of 

labor can rapidly become cornerstones of national and transnational policy (European 

Commission, 2022b). By systematically extracting skills from large policy corpora, governments 

and multinational bodies can conduct more precise and comparative evaluations, thereby 

enhancing the accountability and strategic coherence of policy interventions (Naeem, 2024; 

OECD, 2023). 

2.3 The ESCO Classification 
 

Given the complexity and heterogeneity of skill definitions across different regions and industries, 

standardized taxonomies are vital to maintain consistency in both research and practice. The 

European Skills/Competences, Qualifications and Occupations (ESCO) classification, developed 

by the European Commission, functions as a multi-lingual and continuously updated repository of 



skills, competences, and occupations (European Commission, 2022a). By providing an exhaustive 

list of preferred labels, alternative labels, and concise descriptions for each skill, ESCO reduces 

ambiguity and enables cross-country comparisons—an essential feature given the varying 

terminologies in EU Member States (European Commission, 2022b). Embedding ESCO into AI-

driven skill extraction workflows confers immediate advantages, such as ensuring that identified 

skills adhere to a recognized standard and that subsequent analysis—whether linking skills to 

occupations or evaluating policy impact—remains transparent and interoperable. This 

standardization facilitates alignment with labor market data, supports the design of upskilling and 

reskilling initiatives, and fosters a shared framework for dialogue among policymakers, educators, 

and industry leaders (OECD, 2023). 

3. Methodology 

The methodology employed in this study integrates large-scale text processing, semantic similarity 

techniques, and standardized skill taxonomies to extract relevant competencies from policy 

documents. The process begins by collecting policy texts as HTML files, which are converted into 

raw text through parsing with BeautifulSoup (Richardson, 2007). Each document is split into 

smaller, coherent segments (e.g., paragraphs) to enable more granular analysis. Following 

segmentation, the system applies a combination of TF-IDF filtering and part-of-speech analysis, 

conducted via spaCy (Honnibal & Montani, 2017), to identify domain-relevant nouns and proper 

nouns. This token-level filtering helps reduce extraneous text and narrows the focus to segments 

with potentially significant skill-related information. 

Next, the European Skills/Competences, Qualifications and Occupations (ESCO) taxonomy is 

integrated to provide a consistent, multilingual framework for identifying and comparing skills. 

Developed by the European Commission, ESCO categorizes occupations, competencies, and 

qualifications in a structured format that facilitates clear cross-country alignment. Each skill entry 

in the ESCO database—encompassing the official label, any alternative labels, and a brief 

description—is encoded into dense vector representations using a Sentence-BERT model such as 

multi-qa-MiniLM-L6-cos-v1. This specific model is selected for its ability to handle multilingual 

text effectively, thus improving the accuracy of similarity matches even when policy documents 

or skill definitions use varied terminology. Once created, these skill embeddings undergo L2 

normalization, a process that constrains each vector to a unit length. By normalizing the vectors, 

the pipeline can rely on cosine similarity approximations that are computationally efficient, 

especially during large-scale similarity searches conducted with libraries like FAISS. This 

systematic approach ensures that both the policy text segments and the ESCO-defined skills are 

positioned in a semantically coherent space, making it easier to identify meaningful overlaps 

between policy language and the standardized skill set. 

To manage high volumes of embeddings efficiently, the system creates a FAISS index specifically 

for the vectors associated with ESCO skills (Johnson et al., 2019). FAISS—short for Facebook AI 

Similarity Search—was developed by Facebook AI Research to speed up the process of finding 

nearest neighbors in high-dimensional vector spaces, which is often a computationally expensive 

task. By indexing the ESCO skill embeddings in FAISS, the approach can leverage GPU 



acceleration to further improve performance, making it feasible to handle large-scale datasets 

without excessive response times. 

Once the ESCO skills have been indexed, each segment (or paragraph) of the policy text goes 

through an identical embedding process using the same Sentence-BERT model (Reimers & 

Gurevych, 2019). These paragraph embeddings are then queried against the FAISS index to 

retrieve the top K closest matching skills. During this step, the system applies a similarity threshold 

to screen out weaker matches. Any paragraph-skill pair failing to meet or exceed this threshold is 

discarded, ensuring that the final matches reflect genuinely meaningful semantic overlaps. This 

mechanism helps maintain both precision and efficiency, allowing analysts to concentrate on the 

paragraph-skill pairs that truly indicate relevant competencies within the policy text. 

Skill occurrences in individual paragraphs are then summed to expose recurring competencies 

most in demand, shedding lights in trends in policies targeting specific competencies, such as 

competency in terms of digital competency or competency in terms of sustainability. These 

recurring competencies can then be analyzed in relation to mappings at an occupations level 

derived out of ESCO. By comparing overlaps between referenced skills in policy documents and 

skills for a specific occupations, one can make an estimation of the level at which a policy is 

relevant to specific segments in workforce (OECD, 2023; World Economic Forum, 2023). High 

overlaps in skills in demand in occupations arise as candidates for specific interventions in terms 

of upskilling, reskilling, or additional intervention in terms of policy. 

Finally, the analysis output is consolidated into both raw data formats (JSON, CSV) and user-

friendly reports. Interactive dashboards and pie charts, created with visualization libraries such as 

Plotly, facilitate rapid review of skill distributions (Plotly Technologies Inc., 2015), and 

hyperlinked lists of skill identifiers allow users to directly consult ESCO descriptions. This 

approach increases transparency and reproducibility, as each step—from text extraction and 

embedding to similarity scoring—can be systematically retraced. Overall, the methodology 

combines natural language processing, vector similarity search, and standardized classification 

systems to deliver a scalable, data-driven framework for skill-oriented policy analysis. 

The diagram (Figure 1) below shows a multi-stage pipeline that begins with Policy Documents. 

The text is first extracted (via HTML Parsing) and split into manageable segments (Text 

Segmentation). Subsequent steps—such as TF-IDF Filtering and Part-of-Speech Analysis—refine 

the text data. In parallel, relevant skills are pulled from the ESCO Skills Database and converted 

to Embeddings for efficient similarity computations using a FAISS Index. Once policy text 

embeddings and ESCO skill embeddings are generated, a Similarity Search step pinpoints the most 

relevant skills within each text segment. After setting a Similarity Threshold and Counting Skill 

Occurrences, the workflow proceeds to Analysis & Visualization, where frequency analyses, 

visualizations, and occupation mappings are generated. Finally, Final Outputs such as JSON/CSV 

data, interactive dashboards, and skill-occupation reports are produced to inform policy insights 

and decision-making.  

 

 



 

Figure 1. A high-level workflow illustrating how policy documents are parsed, preprocessed, and 

analyzed using ESCO-based skill embeddings and similarity search. 



4. Results 

The results presented here illustrate how the AI-driven skill extraction and occupation relevance 

pipeline can yield actionable insights from policy documents of varying scope and complexity. 

Although the following subsections reference a single case example for demonstration, the 

methodology applies broadly to any policy text where identifying workforce skill requirements is 

paramount. 

4.1 Paragraph-Level Skill Matching 

After an initial parsing phase, the text is split into chunks to enable more precise contextual 

analysis. Each chunk is encoded into a dense vector representation using a Sentence-BERT model 

and then compared to an indexed ESCO skill database via FAISS. Applying a predefined similarity 

threshold ensures that only high-relevance matches are retained. 

In practice, many chunks may produce no substantial skill matches, particularly if they are short 

or contain broad, generic statements. However, where specific terminology or domain-related 

references appear, the model retrieves relevant ESCO skill IDs at the similarity predefined scores. 

Across a single policy text, this procedure can reveal anywhere from a handful to dozens of unique 

skill IDs, forming the core dataset for subsequent analyses. 

4.2 Most Frequently Matched Skills 

Once all paragraphs are processed, a frequency analysis highlights which skill IDs appear most 

often above the similarity threshold. This step surfaces recurring themes and domain focus areas 

within the policy. Skills linked to logistics management, regulatory compliance, digital 

competencies, or sustainability commonly emerge in transport-related policies, whereas other 

domains (e.g., healthcare or cybersecurity) may emphasize different competencies altogether. This 

frequency profile offers a quick snapshot of the policy’s main focal points and can guide deeper, 

more specialized reviews. 

4.3 Skill Proportions Visualization 

To provide an intuitive overview of which skills predominate in a given policy text, the pipeline 

generates a pie chart showing each ESCO skill ID alongside its relative frequency. An 

accompanying HTML file optionally includes clickable links that lead to the standardized ESCO 

definitions of each skill, enabling stakeholders to explore detailed descriptions, scope, and 

interrelated competencies. This visualization helps decision-makers rapidly identify the most 

prominent skill areas emphasized in a document. 

In figure 2 below we can see the chart is composed of multiple colored slices, each representing a 

specific ESCO skill URL. Percentages next to each slice range roughly from 1.69% to around 

6.78%, indicating how often each skill appears relative to the total set of matched skills. A legend 

beneath the chart shows color-coded skill URLs, enabling viewers to cross-reference each slice 

with its corresponding ESCO skill definition 



 

 

Figure 2: Pie chart illustrating the relative frequency of ESCO skills identified in a policy 

document. 

In figure 3  is the list that accompany the aforementioned piechart which is the first part of a list 

of ESCO skill URLs displayed alongside small, colored blocks. Each block’s color matches one 

of the pie slices in the main chart, so users can click the URL or refer to the text to learn more 

about that particular skill’s definition and context within the ESCO taxonomy 

 

Figure 3: Legend associating each skill URL with a color in the corresponding pie chart. 

 



4.4 Occupation Relevance Analysis 

The system not only measures the frequency of specific skills but also cross-references those skills 

with ESCO’s occupation data, in which each occupation is associated with a set of essential or 

recommended competencies. By evaluating the overlap between the set of skills identified in the 

policy and the skill requirements defined for each occupation, the pipeline produces a relevance 

score (often expressed as a percentage). Roles with high scores are typically those that the policy 

explicitly addresses or significantly affects. When a substantial portion of an occupation’s skill set 

matches the policy-driven skills, that occupation is deemed highly relevant. In contrast, 

occupations with moderate or niche relevance indicate only partial overlaps, suggesting that the 

policy plays a smaller or more specialized role for those roles. Even with a lower overall alignment, 

these findings may pinpoint areas where targeted upskilling or retraining efforts could be 

beneficial. This occupation mapping proves especially helpful for developing focused workforce 

strategies, highlighting where policy objectives strongly align with current labor-market demands, 

as well as revealing skill gaps that may require additional attention. 

4.5 Efficiency and Scalability 

The workflow leverages FAISS for rapid vector similarity search and performs batch embeddings 

for segments of policy text. This design choice allows the approach to process documents swiftly—

each paragraph-level encoding and lookup can execute in fractions of a second on modern 

hardware. Consequently, the methodology scales well to large corpora, including multiple policy 

documents or extensive legislative archives, without substantial performance constraints—

particularly when GPU acceleration is available. 

4.6 Summary of Key Findings 

Paragraph-level matching identifies most recurring competencies, offering a fact-based picture of 

a key skill theme for a policy, and then, when such skills have been translated into occupations 

under an ESCO-classified skill, whose jobs will most gain impact will become apparent, and 

planning and anticipation can then follow for training, regulative, and budget-allocation 

requirements. The resulting outputs—such as pie charts, CSV files, and HTML reports—enable 

swift, evidence-based decision-making and foster a shared understanding of policy priorities 

across various stakeholders. 

Overall, this AI-powered system converts unstructured policy text into a well-organized set of 

relevant skills and occupations. By aligning policy language with established taxonomies, 

decision-makers gain a clear, data-backed basis for strategic planning, targeted interventions, and 

more effective policy implementation. 

5. Discussion 

This AI-driven methodology supports faster, more objective analyses of policy texts, potentially 

transforming how governments and organizations plan for future skill needs. By mapping skill 

demands to occupations, policymakers can proactively identify gaps in training programs, develop 

targeted upskilling initiatives, and adjust regulatory frameworks to match evolving labor market 

requirements (World Economic Forum, 2023). 



Beyond accelerating policy review, the proposed framework creates a more transparent and data-

oriented decision-making environment. In traditional expert-driven processes, subjective biases or 

a limited pool of expertise can distort which skills are highlighted. By contrast, AI-based skill 

extraction offers a repeatable procedure for scanning large corpora, thus amplifying the range of 

inputs considered. Additionally, embedding-based techniques enable analysts to capture contextual 

nuances in language, potentially uncovering emerging skills or thematic clusters that might go 

unnoticed in purely keyword-based approaches. This can be especially valuable for 

interdisciplinary or future-facing sectors (e.g., digital sustainability, AI ethics) where definitions 

remain fluid. 

However, a few considerations must be addressed: 

1. Model and Data Bias: The underlying NLP models may inherit biases from their training 

data. Validating the extracted skills with domain experts remains critical. Certain 

underrepresented or rapidly evolving domains may also be inadequately captured in 

existing models. Regular retraining on broader or updated corpora, along with human-in-

the-loop validation, could mitigate these risks (Chen, 2023). 

2. Granularity of Skills: ESCO’s skill granularity could either be too high-level or too 

detailed, depending on policy contexts. Further customization or fine-tuning might be 

necessary for domain-specific analyses. In rapidly transforming fields (e.g., AI, 

biotechnology), new or niche skills might not yet appear in official taxonomies. 

Mechanisms for continuously updating skill libraries—and reconciling them with ESCO—

may be needed to keep pace with change (European Commission, 2022b). 

3. Language and Domain Coverage: While the system currently leverages spaCy for English 

text, additional language models or translations would be required for truly multi-lingual 

policies. This requirement becomes even more pressing in multinational contexts, such as 

the European Union, where policies are often issued in multiple languages. Future research 

could explore employing multilingual embedding models, thereby broadening the 

framework’s applicability to diverse linguistic landscapes. 

4. Interpretability and Thresholding: Although embedding-based matching offers robust 

semantic similarity, the rationale behind model inferences may not always be immediately 

clear to policymakers. Selecting an appropriate similarity threshold can also be subjective 

and may vary by domain, potentially impacting which skills are flagged or omitted. 

Enhanced interpretability—through attention heatmaps or examples of matched phrases—

could build trust in AI-driven policy analysis (OECD, 2023b). 

5. Implementation and Operational Costs: Scaling the solution to very large text corpora may 

require specialized hardware (e.g., GPUs) and a stable data infrastructure to manage 

embeddings, indexes, and outputs. Smaller governmental bodies or institutions with 

limited resources may face barriers in adopting such systems without additional support or 

collaboration. 



Moreover, as language and AI become increasingly dominant in policy analysis, information 

safeguard techniques become a high-priority issue for researchers (Feretzakis et al., 2024a) and 

for creating trust in AI (Feretzakis  et al., 2024). Having such controls in place ensures compliance 

with legislation for data and creates increased confidence in automated processes for policy. 

Regardless of such concerns, the model is a strong evidence-based tool for reconciling workforce 

realities and policy aims. By combining AI-facilitated language analysis with normalized 

taxonomies (ESCO), it establishes a coherent path towards ongoing tracking of skills, adaptable 

development of policy, and focused workforce development interventions. 

 

6. Conclusion 

This study has constructed a repeatable, AI-enabled skill extraction and analysis for big policy text 

corpora, leveraging FAISS-based search for similar items, Sentence-BERT embeddings, and 

ESCO as a normalized classification scheme. By mapping passages of text onto vector 

representations and comparing them with ESCO-established skills, policymakers and analysts gain 

fact-based information about competencies most stressed or hinted at in policy documents. That, 

in its turn, helps in developing evidence-based curricula adaptations in education, workforce 

development programs, and regulative actions. 

Scalability emerges as a key benefit: high-dimensional indexing through FAISS allows the 

framework to be extended to large or multi-lingual policy collections with minimal computational 

bottlenecks. In addition, the methodology’s modular design—encompassing text parsing, 

segmentation, vector embeddings, similarity search, and outcome reporting—makes it 

straightforward to integrate into existing policy analysis pipelines or adapt for new domains such 

as education, corporate HR, and research. 

Despite these advantages, several future directions and open challenges remain: 

o Multilingual Expansion: While demonstrated primarily on English texts, expanding to 

additional languages would address the needs of international organizations, especially the 

European Union, where policies frequently span multiple national languages. 

o Evolving Skill Taxonomies: As emerging fields (e.g., AI ethics, hydrogen technologies) 

introduce new skill sets, ESCO and similar frameworks require periodic updates or 

domain-specific extensions. Tools for automated taxonomy augmentation could keep the 

methodology current. 

o Interpretability and Trust: Policymakers and practitioners often need to understand why 

certain skills are highlighted. Integrating explainable AI features, such as attention 

heatmaps or model-justified snippets, could build confidence and reduce adoption barriers. 

o Advanced NLP Techniques: The rapid evolution of large language models (LLMs) 

suggests new avenues for fine-grained skill extraction, contextual disambiguation, and 

cross-lingual policy alignment. Further research might explore how generative LLMs or 

domain-adapted embeddings could enhance both accuracy and domain coverage. 



In sum, the framework outlined here demonstrates how AI can streamline policy analysis by 

transforming unstructured text into a structured map of relevant skills and potential occupational 

impacts. This not only accelerates the policy review process but also increases its objectivity, 

supporting more timely, targeted, and transparent decision-making. As AI technologies continue 

to advance and the global workforce faces ever more dynamic skill demands, such scalable, data-

driven solutions will be indispensable for bridging the gap between policy intent and labor market 

realities. 
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