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Abstract

The surface albedo feedback, along with heat and moisture transport from
the Equator to the Poles, is associated with polar amplification which is a
well-established scientific fact. The present paper extends Brock and Xepa-
padeas (2017a) to a non-cooperative framework with polar amplification,
where regions decide emissions by maximizing own welfare. This can be
regarded as a case of regional non-cooperation regarding climate change.
Open loop and feedback solutions are derived and compared, in terms of
temperature paths and welfare, with the cooperative solution. Carbon taxes
which could bridge the gap between cooperative and non-cooperative emis-
sions path are also derived. Finally, the framework is extended to a Ramsey
set-up in which it is shown how the regional climate model can be coupled
with standard optimal growth models. Numerical simulations confirm the
theoretical results and provide insights about the size and the direction of
deviations between the cooperative and the non-cooperative solutions.

JEL Classification: Q54 Q58
Keywords: Arctic amplification, Spatial heat and moisture transport,

Optimal policy, Emission taxes, Open loop, Feedback Nash Equilibrium.



1 Introduction

Understanding climate change along with its economic dimension is a com-
plex issue that involves climate science, economics, and their interactions.
The study of climate change economics is further complicated by feedbacks
within the climate system. Climate feedbacks are Earth system interactions
that are set in motion by the effect of a forcing factor on one part of the sys-
tem. Feedbacks amplify (positive feedback) or dampen (negative feedback)
the effect of a forcing factor, or cause additional change in another part of
the system.

One of the well established feedbacks of the climate system is Arctic
Amplification (AA). Evidence indicates that the Arctic warms faster because
significant positive feedbacks are taking place in the region. According to
the IPCC (2013, p. 396):

"Polar amplification1 occurs if the magnitude of zonally averaged surface
temperature change at high latitudes exceeds the globally averaged temper-
ature change, in response to climate forcings and on time scales greater than
the annual cycle."

Recent studies provide an indicatation of the magnitude of AA. Bekryaev
et al. (2010), using an extensive data set of monthly surface air temperature,
document a high-latitude (> 60N) warming rate of 1.36C/century for 1875-
2008, with the trend being almost two times stronger than the Northern
Hemisphere trend of 0.79C/century.

AA, which represents a feedback with geographical (i.e., spatial) origin,
introduces a new aspect into the study of the regional impacts of climate
change. This aspect relates to the possibility that temperature change in a
location like the Arctic may generate damages to a location farther away,
e.g., the South. This is a kind of spatial spillover which adds another di-
mension to the process that associates regional damages to the global mean
temperature or regional temperature, in addition to the specific character-
istics of the region such as production characteristics (e.g., agriculture vs
services) or local natural characteristics (e.g., proximity to the sea and ele-
vation).

In this context AA could be a major source of damage flows to southern
regions as current research suggests.2

“As emissions of greenhouse gases continue unabated, there-
fore, the continued amplification of Arctic warming should favour

1Polar amplification refers to the relatively faster warming of the Poles (North and
South). Since, however, the large majority of the scientific evidence and the analysis in
the present paper focus on the faster warming of the North Pole, we will refer to the
phenomenon as Arctic Amplification throughout the paper.

2 It should be noted that heat transfer toward the Poles could be beneficial to regions
around the Equator, since it reduces temperatures and thus damages in these regions.

1



an increased occurrence of extreme events caused by prolonged
weather conditions.”(Francis and Skific, 2015)
“The effects of climate change on extreme weather are a topic

of intense scientific interest and of vital societal impact. Some of
these effects are clear —such as more severe heat waves, more fre-
quent heavy precipitation events, and more persistent droughts —
but other less direct influences are still ‘up in the air’.”(Francis,
2017)

The two major mechanisms associated with AA are heat transport from
the Equator to the Poles and the surface albedo effect. AA, apart from
the potential inducement of extreme events, is also associated with another
important feedback, the Arctic permafrost. According to the IPCC (2013,
p.9): “There is high confidence that permafrost temperatures have increased
in most regions since the early 1980s. Observed warming was up to 3◦C in
parts of northern Alaska (early1980s to mid-2000s) and up to 2◦C in parts
of the Russian European North (1971 to 2010).” Permafrost thawing and
release of greenhouse gases (GHGs) introduces the concept of a “damage
reservoir” (Brock et al., 2014a) where a local change in the temperature,
the AA in this case, generates global damages.3

Under conditions of AA due to heat transport and surface albedo feed-
backs, an increase in temperature in the North could generate a "flow" of
damages to the South.4 This can be regarded as similar to an upstream—
downstream pollution problem, but the upstream problem is not generated
by the actions of the upstream agent but rather by the collective action of
agents. On the other hand, if some agents located upstream are large emit-
ters and they realize that some of the damages will take place downstream,
they might have less incentive to mitigate their emissions.

However, although AA is regarded by climate science as a near universal
feature of climate model simulations of the planet’s response to increasing
atmospheric GHG concentrations, this feature has been largely ignored by
the economics of climate science, despite evidence suggesting that AA could
have important economic implications5 such as loss of Arctic sea ice which
in turn has consequences for melting land ice; melting land ice associated
with a potential meltdown of Greenland and West Antarctica ice sheets (see
Lenton et al., 2008); and thawing of permafrosts.

All the above are positive feedbacks which should be included in eco-
nomic models. As pointed out by Dietz and Stern (2015), the science of

3According to a recent New York Times article, rising temperatures in Alaska could
result in a complete thaw of its permafrost by 2050 (Fountain, 2017). For the costs of
Arctic change, see, for example, Whiteman et al. (2013).

4 In Narem et al. (2018), table 2 suggests that sea level rise associated with the melting
of land ice in Greenland can be associated with AA-induced transport of damages towards
the South.

5See Brock and Xepapadeas (2017b) for details.
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climate change has been running years ahead of the economics of climate
change. One way of bringing the economics of climate change closer to cli-
mate science in terms of AA is to introduce AA induced by spatial heat trans-
port and surface albedo effects into an economic model of climate change
and to explore their impacts on the design of climate policy in the form of
emission paths and carbon taxes. This approach can be regarded as extend-
ing the literature on the optimal taxation of GHG emissions by accounting
for the AA effect.

In a recent paper by Brock and Xepapadeas (2017a), the AA effect was
modelled in the context of a two-region model (Alexeev et al. 2005; Langen
and Alexeev, 2007; Alexeev and Jackson, 2012) with heat transport from the
Equator to the Poles and potential surface albedo effects. Region or box 2
according to the climate science terminology represents the higher latitudes
(30◦N to 90◦N) and region or box 1 the lower latitudes (0◦ to 30◦N). The
two-box model was coupled with a simple welfare-maximization problem to
derive the optimal GHG emissions path in the two regions. This solution
can be regarded as the social planner’s solution or the cooperative solution.

The purpose of the present paper is to extend Brock and Xepapadeas
(2017a) to a non-cooperative framework with AA, in which regions decide
emissions by maximizing own welfare. This can be regarded as the case of
regional non-cooperation regarding climate change. Open loop and feedback
solutions are derived and compared, in terms of temperature paths and
welfare, with the cooperative solution. Carbon taxes which could bridge
the gap between cooperative and non-cooperative emissions paths are also
derived. Finally the framework is extended to a Ramsey set-up in which
it is shown how the regional climate model can be coupled with standard
optimal growth models.

2 Modeling Arctic Amplification

2.1 Heat Transport

In climate science terminology, models with a carbon cycle and no spatial
dimension are zero-dimensional models. These models do not include spa-
tial effects due to heat transportation across space because heat transport
cannot take place across locations, since there are no distinct locations in
the model. In contrast, the one- or two-dimensional energy balance climate
models (EBCMs) model heat transport across latitudes or across latitudes
and longitudes in continuous space (e.g. North, 1975a, 1975b; North et al.,
1981; Wu and North, 2007). In these models the incoming absorbed radiant
heat at a given latitude, in equilibrium, is not matched by the net outgoing
radiation and the difference is made by the meridional divergence of heat
flux which is modelled by a diffusion term which explicitly introduces the
spatial dimension stemming from the heat transport into the climate model.
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EBCMs in continuous time with a spatial diffusion coeffi cient are quite
complex to handle in economic modeling since they require dynamic opti-
mization with partial differential equations as constraints (see Brock et al.,
2014b, and Brock and Xepapadeas, 2017b). A simpler approach is the use of
the two-box energy balance model introduced by Langen and Alexeev (2007)
and Alexeev and Jackson (2012). The model consists of a single hemisphere
with two boxes or regions divided by the 30th latitude, which yields similar
surface area of the two boxes. The two-box model of Langen and Alexeev
(2007) with anthropogenic forcing is presented in Figure 1.

Figure 1. A two-box EBCM

Assuming no anthropogenic forcing, the evolution of the ocean mixed-
layer temperature in each box is:

Ṫ1T =
1

H
(S1 −A−BT1T − Tr) (1)

Ṫ2T =
1

H
(S2 −A−BT2T + Tr) , (2)

where TjT , j = 1, 2 is the ocean mixed-layer temperatures in each region,
with 1 denoting the South and 2 the North. This temperature is defined
as the sum of equilibrium, or baseline, average temperature in each box
(T1b, T2b) when anthropogenic forcing through emissions of GHGs is zero,
plus the temperature anomaly (T1, T2) . Thus the temperature anomaly in
each region is defined as Tj = TjT − Tjb, j = 1, 2. By the definition of
the regions, the baseline average yearly temperatures (T1b, T2b) satisfy the
inequality T1b > T2b. The downwelling shortwave radiation in each region
is denoted by Sj , the outgoing longwave radiation by A + BTjT , the heat
transport from box 1 to box 2 by Tr, and the upper ocean layer heat capacity
by H.
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The meridional heat transport is defined in terms of the temperature
anomaly as:

Tr =
_
Tr + γ1 (T1 − T2) + γ2T1. (3)

In (3) the first term,
_
Tr, is the equilibrium heat transport, the sec-

ond term captures the increase in transport due to increasing baroclinicity,
while the third term captures the effect of an increased moisture supply
and thus greater latent heat transport with increased low- to mid-latitude
temperatures. To study the economics of climate change, anthropogenic
forcing induced by emissions of GHGs should be introduced. The stock of
GHGs created by anthropogenic emissions traps part of the outgoing long-
wave radiation.

In formulating the climate model, we seek a simplified representation
which will allow us to derive some tractable results for cooperative and non-
cooperative equilibria. In widely-used integrated assessment models (IAMs)
which couple the economy and the climate (e.g. DICE 2013-R, Nordhaus
and Sztorc, 2013), the climate module represents a simplification of the more
complex model used by climate science. In DICE 2013-R in particular, the
carbon cycle is based upon a three-reservoir model, in which the reservoirs
represent carbon in the atmosphere, the upper oceans and the deep oceans.
Then the increase in radiative forcing, which induces an increase in the global
mean temperature, is determined by the well-known relationship between
the current concentration of CO2 in the atmosphere and the preindustrial
concentration in 1750 (see Nordhaus and Sztorc, 2013, pp. 16-17).

In this paper we employ a further simplification of the climate model
(see for example Hassler et al., 2016, section 3.2.6; Brock and Hansen,
2017) which is based on climate literature developed over the last decade
(Matthews et al., 2009; Matthews et al., 2012; Pierrehumbert, 2014). The
simplification is based on linking emissions of CO2 directly to changes in
global mean temperature through the carbon-climate response (CCR), in-
stead of linking CO2 emissions to CO2 concentration through carbon sensi-
tivity and CO2 concentration to changes in global mean temperature through
climate sensitivity. The CCR is approximately constant and aggregates the
climate and carbon sensitivities (including climate-carbon feedbacks) into
a single metric representing the net temperature change per unit carbon
emitted (MacDougall, 2016; Brock and Hansen, 2017, figure 2).

The relationship which is consistent with the observational record of
global temperature change and anthropogenic CO2 emissions has been named
the transient climate response (TCRE) to CO2 emissions (e.g. MacDougall
et al., 2017). The TCRE embodies both the physical effect of CO2 on climate
and the biochemical effect of CO2 on the global carbon cycle (Matthews et
al., 2009). The TCRE, denoted by λ, is defined as λ = ∆T (t)

CE(t) , where CE(t)

denotes cumulative carbon emissions up to time t and ∆T (t) the change in
temperature during the same period. The constancy of λ suggests a linear
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relationship between a change in global average temperature and cumulative
emissions. This linear relationship has also been recognized by the IPCC
(2013),6, 7 while in the same context Knutti (2013) concludes that every
ton of CO2 causes about the same amount of warming, no matter when and
where it is emitted.

MacDougall and Friedlingstein (2015) and MacDougall (2016) provide
analytical arguments for the constancy of the TCRE over a relevant range
of cumulative emissions of carbon.8 MacDougall (2016, p. 42) states that:

“... TCRE arises from a combination of (1) positive carbon-
climate feedbacks increasing the airborne fraction of carbon; (2)
weakening radiative forcing per unit CO2 at higher atmospheric
concentrations of CO2; and (3) contributions from non-CO2 ra-
diative forcing. Notably without the contribution from non-CO2

radiative forcing the simulated TCRE remains approximately
constant until 1700 Pg C of CO2 have been emitted to the at-
mosphere.”

Using the definition of the TCRE in continuous time, the anthropogenic
impact on the global temperature increase can be approximated by

T (t)− T (0) = λ

∫ t

s=0
E (s) ds , CE (t) =

∫ t

s=0
E (s) ds,

where CE (t) denotes cumulative global carbon emissions up to time t and
λ is the TCRE (see also Hassler et al., 2016, p. 1929). Taking the time
derivative of the expression we obtain

Ṫ (t) = λE (t) . (4)

Using this approximation as a basis for our climate model,9 let global
6 In the IPCC (2013, p. 1113), it is stated that: "In conclusion, taking into account the

available information from multiple lines of evidence (observations, models and process
understanding), the near linear relationship between cumulative CO2 emissions and peak
global mean temperature is well established in the literature and robust for cumulative
total CO2 emissions up to about 2000 PgC. It is consistent with the relationship inferred
from past cumulative CO2 emissions and observed warming, is supported by process un-
derstanding of the carbon cycle and global energy balance, and emerges as a robust result
from the entire hierarchy of models."

7Tokarska et al. (2016) report that, using simulations from four comprehensive Earth
system models, the CO2-attributable warming continues to increase approximately linearly
up to 5 EgC emissions (an Eg (exagram) is a unit of mass equal to 1018 grams). These
models simulate, in response to 5 EgC of CO2 emissions, global mean warming of 6.4—
9.5 ◦C, and mean Arctic warming of 14.7—19.5 ◦C.

8See MacDougall and Friedlingstein (2015, equations (10) and (11)), or MacDougall
(2016, equations (7) and (8)).

9There are arguments pointing to the limitations of the TCRE concept and a number
of questions to be answered (see MacDougall, 2016); however, it provides a simplified
framework for studying climate problems, especially when optimal control and differential
games tools are used.
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emissions at each date t in the two-box model be defined as the sum of
emissions in box 1, E (1, t) , and box 2, E (2, t) , or E (t) = E (1, t)+E (2, t) .
Then, using Langen and Alexeev’s (2007) parametrization and following
Brock and Xepapadeas (2017a) in the linearity assumption, the anthro-
pogenic impact can be expressed in terms of the evolution of the temperature
anomaly in each box as:

Ṫ1 =
1

H
[(−B − γ1 − γ2)T1 + γ1T2 + λE (t)] , T1 (0) = 0 (5)

Ṫ2 =
1

H
[(γ1 + γ2)T1 + (−B − γ1)T2 + λE (t)] , T2 (0) = 0 (6)

E (t) = [E (1, t) + E (2, t)]. (7)

It is easy to show that with constant emissions E(t), so that a steady
state exists for (5)-(7), this steady state is determined as:

T̄1 =
λE(B + 2γ1)

B (B + 2γ1 + γ2)
, T̄2 = T̄1 +

2λEγ2

B (B + 2γ1 + γ2)
.

When γ2 = 0, the steady-state temperature anomaly between low and high
latitudes is the same. On the other hand, in a steady state where γ2 > 0,
T̄2 > T̄1. Thus γ2 > 0 in (3) breaks symmetry between the two regions if
E(t) is constant.

2.2 Surface Albedo Feedback

Another mechanism which induces AA is the surface albedo feedback (SAF).
The SAF mechanism suggests that initial warming in the North Pole will
melt some of the Arctic’s highly reflective (high albedo) snow and ice cover.
This will expose darker surfaces which will absorb solar energy, leading to
further warming and further retreat of snow and ice cover. This process is
presented in Figure 2.

Figure 2. The surface albedo feedback (SAF)

As shown in Brock and Xepapadeas (2017a), a simple linear SAF mecha-
nism can be incorporated into the two-box model describing heat transfer by
writing the second term in the brackets of (6), which indicates heat dissipa-
tion in region 2, as (−B − γ1 + α2S2)T2, where α2 is a co-albedo coeffi cient.
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In this case results suggest that when the SAF effect is added, region 2’s
temperature will be higher and thus any damage in region 1 caused by higher
temperature in region 2 will be further augmented. So the linear SAF can
be easily incorporated into the model by redefining the term −B1 − γ1 as
(−B1 − γ1 + α2S2) , which means that heat dissipation slows down in region
2. Therefore, heat transfer warms the Arctic faster. As T2 increases, T1 in-
creases as well, as indicated by the γ1T2 terms in (5). This triggers more
heat transfer and SAF which warms the Arctic even more.

Another type of feedback induced by AA could increase temperature in
both regions through the release of GHGs as permafrost thaws under AA
(see, for example, Schuur et al., 2015). This can be modelled by redefining
total emissions as

E (t) =
[
E (1, t) + E (2, t) + EP (T2 (t))

]
,

where EP (T2 (t)) is an increasing function of the temperature in the North,
indicating GHGs emissions from permafrost. This function could be charac-
terized by threshold effects and some upper bound on cumulative emissions
from permafrost.10

3 Welfare Optimization

Using the temperature dynamics (5)-(7), we study optimal paths under
cooperative and non-cooperative solutions. For the cooperative solution,
global welfare is expressed by the sum of welfare in each region:

∫ ∞
t=0

e−ρt

j=2∑
j=1

v (j)L (j, t) ln
[
y (j, t)E (j, t)α e−φ(j,Tb+T )

] dt, (8)

where y (j, t)E (j, t)α , 0 < α < 1, E (j, t) , Tbi (j) , Ti (j, t) L (j, t) are output
per capita, fossil fuel input or emissions of GHGs, baseline temperature,
temperature anomaly and fully employed population in each region j at
date t, respectively. The term e−φ(j,Tb+T ), Tb + T = (Tb1 + T1, Tb2 + T2)
reflects damages to output per capita in region j = 1, 2 from an increase
in the temperature anomaly in either region, since AA in region 2 might
generate damages to region 1.

By abstracting away from the problem of optimally accumulating capital
inputs and other inputs, in order to focus sharply on optimal cooperative
and non-cooperative fossil fuel taxes, we assume that y (j, t) , L (j, t) are ex-
ogenously given. Thus, y (j, t) could be interpreted as the component of a
Cobb-Douglas production function which is a composite of all other inputs

10We do not model permafrost effects in this paper. This could be an interesting area
for further research.
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along with technical change that evolves exogenously. Finally, v (j) repre-
sents welfare weights associated with each region. It should be noted that
this is a stylized two-region model, specially designed to focus on sharply
exposing the impact of heat and moisture transport from the South towards
the North Pole, on cooperative and non-cooperative climate change policies.
Therefore, by necessity some important economics are left out.11 ,12 To sim-
plify the exposition we assume that fossil fuels are abundant in both regions
and provided at zero cost. The use of fossil fuels is, however, costly in terms
of climate.

The current value Hamiltonian for maximizing (8) subject to tempera-
ture dynamics in each region and the resource constraints is:

H =
j=2∑
j=1

{v (j)L(j) [α lnE (j, t)− φ (j, Tb + T )]}+

λT1
1

H
[(−B − γ1 − γ2)T1 + γ1T2 + λ [E (1, t) + E (2, t)]] +

λT2
1

H
[(γ1 + γ2)T1 + (−B − γ1)T2 + λ [E (1, t) + E (2, t)]]

Tb = (Tb1, Tb2) , T = (T1, T2) .

The optimality condition for the optimal fossil fuel path is:

αv (j)L (j)

E (j, t)
=
−λ
(∑2

i=1 λTi (t)
)

H
, or

E (j, t) =
−αv (j)L (j)H

−λ
(∑2

i=1 λTi (t)
) , j = 1, 2.

Thus, the externality tax associated with anthropogenic emissions of GHGs
is determined as:

τ (t) =
−λ
(∑2

i=1 λTi (t)
)

H
. (9)

The externality tax is likely to increase as the cumulative carbon response
parameter, λ, of Matthews et al. (2009) increases and the heat capacity H
decreases.
11For example, we assume fixed initial fossil fuel reserves when they are evidently not

fixed (e.g., shale gas). Furthermore the model has full exhaustion of reserves. For a more
realistic but computationally intensive model, see Cai et al. (2017).
12We focus on the Northern Hemisphere because the geography is very differ-

ent in the Southern Hemisphere, the PA is weaker there and, most importantly,
most of the world’s economic activity takes place north of the Equator. Evi-
dence indicates that 88% of the global population lives in the Northern Hemisphere
(http://www.radicalcartography.net/index.html?histpop).
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3.1 Cross Region Damages and Optimality Conditions

To explore the impact of AA on both regions in a tractable way, the following
assumption regarding marginal damages is made:

Assumption 1: Define marginal damage cost of temperature increase
in region i = 1, 2 by

d1 =
(
d0

11 + d0
12

)
+ d1

11T1 + d1
12T2

d2 =
(
d0

21 + d0
22

)
+ d1

21T1 + d1
22T2

di =
2∑
j=1

v (j)L (j)
∂φ (i, Tb + T )

∂Tj
i = 1, 2,

where the anomaly-related damage in each box is defined as

v (1)L(1)φ (1, T1, T2) = d0
11T1 + (1/2)d1

11 (T1)2

+d0
12T2 + (1/2)d1

12 (T2)2

v (2)L(2)φ (2, T1, T2) = d0
21T1 + (1/2)d1

21 (T1)2

+d0
22T2 + (1/2)d1

22 (T2)2 .

It is assumed that dlij, i, j = 1, 2 , l = 0, 1 are constants at all dates.
Thus, marginal damages in both regions from a change in temperature

in region i = 1, 2 are:

d̂1 =
(
d0

11 + d0
21

)
+
(
d1

11 + d1
21

)
T1 = d0

1 + d1
1T1

d̂2 =
(
d0

12 + d0
22

)
+
(
d1

12 + d1
22

)
T2 = d0

2 + d1
2T2.

In Assumption 1, the parameters
(
dl21, d

l
12

)
, l = 0, 1 capture the cross

effects from an increase in the temperature anomaly in one region on the
damages of the other region. In particular, dl12 , l = 0, 1 captures the effects
of an increase in temperature in region 2, on damages in region 1. We will
say that:

• AA effects in the sense of aggregate marginal damages are strong if(
d0

2, d
1
2

)
>
(
d0

1, d
1
1

)
, and weak if

(
d0

2, d
1
2

)
<
(
d0

1, d
1
1

)
.

• An increase in temperature in region 2 will have a stronger impact in
the South than the North if

(
d0

12, d
1
12

)
>
(
d0

22, d
1
22

)
, or dl12 > dl22 , l =

0, 1. This can be regarded as an indication that AA has stronger "re-
mote effects" in region 1.

• An increase in temperature in region 2 will have a stronger impact in
the North than the South if

(
d0

12, d
1
12

)
<
(
d0

22, d
1
22

)
, or dl12 < dl22 , l =

0, 1. This can be regarded as an indication that AA has stronger "local
effects" in region 2.
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The optimality conditions for the costate equations of the climate dy-
namics, setting without loss of generality H = 1, imply:

λ̇T1 = [ρ+ (B + γ1 + γ2)]λT1 − (γ1 + γ2)λT2 + d0
1 + d1

1T1 (10)

λ̇T2 = −γ1λT1 + [ρ+ (B + γ1)]λT2 + d0
2 + d1

2T2, (11)

with steady-state values obtained by setting
(
λ̇T1 , λ̇T2

)
= (0, 0) , or

λ∗T1 = φ1 (T1, T2) , λ∗T2 = φ2 (T1, T2) .

Then, the steady-state optimal carbon tax is defined, at
(
λ∗T1 , λ

∗
T2 , T

∗
1 , T

∗
2

)
,

as:
τ∗ = −λ [φ1 (T ∗1 , T

∗
2 ) + φ2 (T ∗1 , T

∗
2 )] . (12)

4 Bias from Ignoring Heat Transport

We are interested in calculating the error made if the planner mistakenly
ignores heat transfer Tr in computing optimal carbon taxes. To calculate
this error, we compute the solution by the planner who acts as if Tr = 0, but
Tr 6= 0 is present in the actual climate. In terms of the model, ignoring heat
transport is equivalent to setting γ1 = γ2 = 0.We denote by τ̂ = τ (0, 0) the
steady-state optimal carbon tax without heat transport and by τ (γ1, γ2) the
steady-state optimal carbon tax under heat transport, i.e. (γ1, γ2) 6= (0, 0).
Then the bias from ignoring heat transport can be defined as:

τ̂

τ (γ1, γ2)
=

τ (0, 0)

τ (γ1, γ2)
(13)

τ̂ (0, 0) =
λ
[
d0

1 + d0
2 +

(
d1

1 + d1
2

)
T̂
]

(ρ+B)
(14)

τ∗ (γ1, γ2) = (15)[
(ρ+B + 2γ1)

(
d0

1 + d0
2

)
+2d0

2γ2 + d1
1 (B + 2γ1 + ρ)T ∗1 + d1

2 (B + 2 (γ1 + γ2) + ρ)T ∗2
]
÷

÷ [(ρ+B) (ρ+B + 2γ1 + γ2)] ,

where T̂ , (T ∗1 , T
∗
2 ) indicate the estimated global steady-state temperature

when heat transport is ignored by the regulator, while (T ∗1 , T
∗
2 ) indicate

the estimated steady-state temperatures for each region when the regulator
takes into account heat transport.

The "gap" between the incorrect steady-state “optimal” tax rate and
the correct tax rate depends on the steady-state levels of the global tem-
perature and the regional anomalies. Therefore, in order to obtain some
insights about the sign and the direction of the bias we resort to numerical
simulations.
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The values used in the simulations are described in detail in Brock and
Xepapadeas (2017a). To explore numerically the bias and its direction from
ignoring AA, we calculated the unique steady-state temperature anomaly
when AA is not taken into account, the steady-state temperature anomalies
in each region when AA is accounted for, and the corresponding ratios τ̂ /τ∗

using the damage parametrization d0
1 = 0.05, d0

2 = {0.01, 0.02, 0.04}, d1
1 =

0.01, d1
2 = 0.005, which corresponds to weak AA according to our definition,

and d0
1 = 0.05, d0

2 = { 0.1, 0.15, 0.2} , d1
1 = 0.01, d1

2 = 0.05, which corresponds
to strong AA. Figure 3 presents the ratio τ̂ /τ∗ for the different values of d0

2.

Figure 3. Tax bias from ignoring AA

The numerical results suggest that under weak AA effects, the "wrong
optimal" steady-state tax τ̂ , calculated by ignoring AA, exceeds the optimal
tax τ∗, while the bias is in the opposite direction under strong AA.

4.1 Simulating the Temperature Paths

To obtain insights about the dynamic behavior of the optimal temperature
paths, the modified dynamic Hamiltonian system resulting from the solution
of problem (8) is linearized around the saddle point steady state, and then
the system of four differential equations for the temperature anomalies and
the corresponding costate variables is fully solved with and without heat
transport. The evolution of temperature anomalies and the expected global
anomaly without heat transport effects is shown in Figures 4-6.

Figure 4 depicts the optimal paths for the temperature anomalies in the
two regions (boxes) under strong AA effects with

(
d0

2, d
1
2

)
= (0.2, 0.05) >(

d0
1, d

1
1

)
= (0.05, 0.01) , along with the path for the global temperature cal-

culated by a regulator who does not take AA into account. Figure 5 depicts
the evolution of the paths of the temperature anomalies (T1W , T2W ) which

12



will actually emerge, given the two-box dynamics of the climate system,
when a regulator ignores AA and calculates an emission path which is based
on misspecified climate dynamics. In this case an optimal emission path is
determined without taking into account heat transport and AA. However,
since heat transport and SAF is actually taking place in the real climate
and the parameter γ2 is positive, the climate system will generate separate
paths for the regional anomalies, because there is heat transfer from region 1
to region 2 and then the temperature in region 2 has a positive effect on the
rate of change in temperature in region 1 as indicated by (5). To determine
these paths, the emission path obtained from the optimized system, without
heat transport, was substituted into the temperature anomalies dynamics
(5)-(6), and the system was solved with the “wrong planned emissions.”

Figure 4. Regional and global temperature anomalies under strong AA

Figure 5. Evolution of temperature anomalies (T1W , T2W ) with the wrong
planned emissions relative to optimal anomalies under strong AA

13



The numerical simulations indicate that ignoring AA when it is actually
present leads to higher emissions relative to the optimal paths and therefore
the relatively higher temperature anomalies shown in Figure 5. Figures
6 and 7 provide similar results but with weak AA effects, or

(
d0

2, d
1
2

)
=

(0.05, 0.01) <
(
d0

1, d
1
1

)
= (0.2, 0.05) .

Figure 6. Regional and global temperature anomalies under weak AA

Figure 7. Evolution of temperature anomalies (T1W , T2W ) with the wrong
planned emissions relative to optimal anomalies under weak AA

Weak AA effects regarding damages lead to higher emissions and tem-
peratures relative to strong AA effects. This is because when AA effects are

14



weak, incremental damages from the relatively higher temperature in the
North, due to AA, tend to be lower relative to the strong AA.

It is clear that whether AA effects are strong or weak is an empirical
issue. The analysis suggests, however, that using the “wrong planned emis-
sions”will result in suboptimal regional temperature anomalies relative to
the optimal anomalies. This result could have significant policy implications
since it implies that if heat transport and related feedbacks are not taken
into account, the planned emissions will be suboptimal, and this will lead
to higher than desired regional temperatures.

5 Welfare Effects

Suppose that the planner mistakenly believes that heat and moisture trans-
port is not present, i.e. (γ1, γ2) = (0, 0) , but the true dynamics are γ1 >
0, γ2 > 0. How big is the error in welfare units and how big is the error in
energy use and emissions taxes?

A proportional welfare gain for each region by accounting for AA can be
defined as:

ψ (j) =
W [j, (γ1, γ2) | (γ1, γ2)]−W [j, (a1, a2) | (γ1, γ2)]

W [j, (a1.a2) | (γ1, γ2)]
, j = 1, 2, (16)

as a measure of the error made by a planner who believes (a1.a2) when the
true parameters are (γ1, γ2).

W [j, (γ1, γ2) | (γ1, γ2)] = (17)∫ ∞
t=0

e−ρt [v (j)L (j, t) ×

ln
[
y (j, t)E (j, t | (γ1, γ2))α e−φ(j,T (γ1,γ2))

]
dt

W [(a1, a2) | (γ1, γ2)] = (18)∫ ∞
t=0

e−ρt [v (j)L (j, t) ×

ln
[
y (j, t)E (j, t | (a1, a2))α e−φ(j,T (a1,a2))

]
dt

(a1, a2) = (0, 0) , j = 1, 2, (19)

where T (a1, a2) = (T1 (a1, a2) , T2 (a1, a2)) are the anomalies emerging from
using the emissions paths derived from welfare optimization without heat
transport and AA effects.

The simulation results, using a terminal time of t = 1000 for the numer-
ical integration, indicate that:
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a.

ψ (1) = 31.0% (20)

ψ (2) = 32.1%, (21)

when an increase in temperature in region 2 has stronger "local effects"
in the North than the South or dl12 < dl22 , l = 0, 1. This can be
regarded as an indication that AA is stronger in region 2.

b.

ψ (1) = 31.6% (22)

ψ (2) = 31.5%, (23)

when an increase in temperature in region 2 has stronger "remote
effects" in the South than the North or dl12 > dl22 , l = 0, 1.

This result is another indication of potential suboptimal outcomes when
heat transport and AA are ignored.

6 Non-Cooperative Solutions

6.1 Open Loop Nash Equilibrium (OLNE)

In a non-cooperative world, each region chooses emissions paths to maximize
own welfare, taking the emissions path of the other region as given, or:

max
E(j,t)

J (j) , j = 1, 2 (24)

J (j) =

∫ ∞
t=0

e−ρt
[
v (j)L (j, t) ln

[
y (j, t)E (j, t)α e−φ(j,Tb+T )

]]
dt,

subject to temperature dynamics and resource constraints. It is assumed
that each region follows open loop strategies by committing to emissions
paths at the beginning of the time horizon. Then, the solution of problem
(24) using the maximum principle will provide the open loop Nash equilib-
rium (Basar and Olsder, 1995).

The current value Hamiltonian for each region is:

HOLj =

v (j)L(j) [α lnE (j, t)− φ (j, Tb + T )] +

λOLjT1
1

H

[
(−B − γ1 − γ2)T1 + γ1T2 + λ

[
E (j, t) + Ē (i, t)

]]
+

λOLjT2
1

H

[
(γ1 + γ2)T1 + (−B − γ1)T2 + λ

[
E (j, t) + Ē (i, t)

]]
Tb = (Tb1, Tb2) , T = (T1, T2) , j 6= i, j = 1, 2.
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The optimality conditions for the costate equations of the climate dynamics,
setting without loss of generality H = 1, imply:

λ̇
OL
jT1 = [ρ+ (B + γ1 + γ2)]λOLjT2 − (γ1 + γ2)λOLjT2 + d0

j1 + d1
j1T1

λ̇
OL
jT2 = −γ1λ

OL
jT2 + [ρ+ (B + γ1)]λOLjT2 + d0

j2 + d1
j2T2 , j = 1, 2.

Given that the regions are not symmetric with respect to damages, the
costates are not the same and the externality tax is different between re-
gions. The asymmetry depends on the damage parameters. This is because
in the cooperative solution the social planner takes into account damages
to both regions from a change of temperature in one region, while in the
non-cooperative solution each region considers damages to itself only. The
structure of marginal damages in the cooperative and the non-cooperative
cases are shown below.

Cooperative
∆T1 : dl1 = dl11 + dl21, l = 0, 1 ,∆T2 : dl2 = dl12 + dl22 , l = 0, 1
Non-cooperative
Region 1: ∆T1 : dl11, ∆T2 : dl12 , l = 0, 1
Region 2: ∆T1 : dl21, ∆T2 : dl22 , l = 0, 1

With regional steady-state values at
(
λ̇
OL
jT1 , λ̇

OL
jT2

)
= (0, 0) , the steady-

state optimal externality taxes at OLNE are

τ∗j = −λ
[
λ∗OLjT1 + λ∗OLjT2

]
. (25)

Solving the non-symmetric OLNE and then linearizing the Hamiltonian
systems around the OLNE steady states, we obtain the OLNE paths for the
temperature anomalies and the corresponding costate variables. The costate
variables provide an estimate of the climate externality in each region from a
change in temperature in the North or the South. As expected, under OLNE
the temperature anomalies are higher and the cost of climate externality
lower relative to the cooperative solution.

Table 1 presents steady-state comparisons between the cooperative solu-
tion and OLNE. Notice that in the non-cooperative solutions, the existence
of "local" dl12 < dl22, or "remote" d

l
12 > dl22 damage effects from an in-

crease in temperature in region 2 makes a difference in the results of the
non-cooperative equilibrium, but not in the cooperative because the social
planner takes into account the sum of these damage parameters. Because of
this discrepancy, the existence of local or remote effects are important for the
properties of non-cooperative equilibria. If the effects are remote, then the
higher anomaly in the North is associated with lower marginal damages and
this induces relatively more emissions and eventually higher temperature in
both regions relative to the case of local effects.
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Table 1. Steady-state comparisons: Cooperative, OLNE

Equilibrium
Temper-
ature 1

Temper-
ature 2

Costate 1 Costate 2

Cooperative: T1 : 1.09 T2 : 1.91 λ∗T1 : −4.08 λ∗T2 : −5.76

OLNE dl12 < dl22: T1 : 1.85 T2 : 3.23 λ∗OL1T1 : −2.19 λ∗OL1T2 : −2.84

λ∗OL2T1 : −2.73 λ∗OL2T2 : −4.18

OLNE dl12 > dl22: T1 : 1.90 T2 : 3.34 λ∗OL1T1 : −3.14 λ∗OL1T2 : −4.39

λ∗OL2T1 : −1.82 λ∗OL2T2 : −2.70

Table 1 suggests that the optimal externality tax in each region will be
lower than the cooperative tax because each region takes into account own
damages. A social planner seeking to implement the cooperative tax needs to
impose an additional tax in each region. This additional tax should bridge
the gap between the optimal tax under full cooperation and the regional
OLNE taxes, and is defined below, for the case of the steady-state tax.

τ∗OPTj = −λ
[
λ∗T1 + λ∗T2

]
−
(
−λ
[
λ∗OLjT1 + λ∗OLjT2

])
, Region j = 1, 2. (26)

There are welfare gains from moving to the cooperative equilibrium which
are shown in Table 2.

Table 2. Welfare gains (%) from moving from OLNE to full cooperation
Region 1 dl12 < dl22 48.9% dl12 > dl22 51.6%
Region 2 50.3 51.5

6.2 Feedback Nash Equilibrium (FBNE)

As is well known, the OLNE is weakly time-consistent but not strongly
time-consistent (Basar, 1989), that is, it does not possess the Markov per-
fect property and is not robust against unexpected changes in the state of
the system. Therefore, the feedback Nash equilibrium (FBNE) is considered
to be a more satisfactory solution concept. It is derived in a dynamic pro-
gramming framework, so that controls depend on the state, and the solution
is Markov perfect by construction. To obtain a strong time-consistent non-
cooperative equilibrium, we resort to feedback strategies. It is assumed that
each region follows non-symmetric time stationary FBNE emission strategies
of the form

Ej = hj (T1, T2) . (27)

Since the anomalies in both regions affect the regions’welfare, it is natural
to assume that each region’s feedback rule will depend on both anomalies.

To obtain tractable solutions, the problem is transformed into a linear
quadratic (LQ) problem. In a concave LQ problem with linear feedback
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strategies, the FBNE stock of GHGs should be above the OLNE. Since we
have two states, one would expect the FBNE steady state with linear strate-
gies to be in the northeastern quadrant of the OLNE, in terms of our prob-
lem. However, we cannot determine the FBNE steady state unless we know
the strategies, but we cannot know the strategies unless we solve the prob-
lem. If we have an LQ problem, then the Hamilton-Jacobi-Bellman (HJB)
equation with a quadratic value function can be used to fully identify the
feedback strategies and the steady state.13 To provide an LQ representation
of our problem, we note that dynamics are linear and the only nonlinearity
exists in the objective function through the lnE (j, t), j = 1, 2, since the
damage functions are quadratic. Thus, we expand the lnE (j, t) function by
taking a second order Taylor approximation around the OLNE steady state
obtained in the previous section from the nonlinear representation. The LQ
representation is then used to solve for the FBNE.14

Under the LQ representation, the HJB equation for each region becomes

ρV j (T1, T2) = max
qj

[
v (j)L(j)

[
w0j + w1jEj + w2jE

2
j − φ (j, Tb + T )

]
+V j

T1

1

H
[(−B − γ1 − γ2)T1 + γ1T2 + λ [qj + hi (T1, T2)]]

+V j
T2

1

H
[(γ1 + γ2)T1 + (−B − γ1)T2 + λ [qj + hi (T1, T2)]]

j, i = 1, 2, j 6= i.

Given the LQ structure of the problem, we consider quadratic value functions

V j (T1, T2) = υ0j + υ1jT1 + υ2jT2 + υ3jT
2
1 + υ4jT

2
2 + υ5jT1T2 , j = 1, 2.

6.3 Solution

The solution involves the following steps:

1. Standard optimization determines emission strategies as linear feed-
back rules of the temperature anomalies. Since regions are asymmetric
regarding damages, the two value functions have different parameters.
Thus the FBNE is determined by a system of two value functions.

2. Substituting the feedback rules into the HJB, and collecting terms of
the same power, a nonlinear system in the twelve unknown parameters

13Nonlinear strategies may also exist but, for a two-state asymmetric differential game,
determining these strategies involves numerical analysis which is beyond the purpose of
the present paper.
14To make sure that the LQ representation provides adequate results, we solved for the

OLNE using the LQ representation and compared the results with the OLNE obtained
from the nonlinear representation. It turns out that the steady states of each representa-
tion are very close to each other, paths to the ready states are similar, and the stability
properties are the same.
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of the value function (υ01, υj1, υj2, υj3, υj4, υj5) , j = 1, 2 is determined.
Solution of this system provides the parameters of the value function.

To obtain some insights into the solution, we calculate the parameters nu-
merically using the same parametrizations as in the cooperative and OLNE
cases, and we distinguish as in the OLNE two cases of "local" dl12 < dl22, or
"remote" dl12 > dl22 , l = 0, 1, damage effects from an increase in temperature
in region 2. The results can be summarized as follows:

• The value functions in both cases are concave.

• The linear feedback stategies have the expected negative slope with
respect to regional temperatures, or

Region 1 dl12 < dl22 : 0.166026− 0.000471T1 − 0.000783T2

dl12 > dl22 : 0.112236− 0.000209T1 − 0.000347T2

Region 2 dl12 < dl22 : 0.124123− 0.000177T1 − 0.000230T2

dl12 > dl22 : 0.187453− 0.000412T1 − 0.000535T2.

(28)

• Substituting the feedback strategies into temperature dynamics, we
obtain the evolution of the temperature anomalies at the FBNE. The
steady states are:15

dl12 < dl22 : T ∗FB1 = 3.48, T ∗FB2 = 6.10

dl12 > dl22 : T ∗FB1 = 3.61, T ∗FB2 = 6.31.

These steady states are stable, as shown in the phase diagrams (Figures
8 and 9).

15As expected, these steady states are higher than the corresponding OLNE steady
states resulting from both the original nonlinear and the LQ representations.
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Figure 8. FBNE steady state when dl12 < dl22

Figure 9. FBNE steady state when dl12 > dl22

• In terms of welfare comparisons:

—When dl12 < dl22, the SWF in region 1 is 8.1% higher than in
region 2.

—When dl12 > dl22, the SWF in region 2 is 23.6% higher than in
region 1.

To interpret these results, note that if dl12 < dl22, an increase in tempera-
ture in region 2, say due to AA, is expected to increase damages in the same
region more than in region 1. On the other hand, if dl12 > dl22, AA in region 2
generates more damages in region 1. In a sense, damages are "exported" and
this can be related to extreme weather phenomena in the South due to AA
or sea level rise emerging in the North which will damage the South. Thus
when damages from AA are "exported", region 2 experiences higher welfare
than region 2 and vice versa. Table 3 summarizes steady-state results from
all three types of equilibria examined in this paper.

Table 3. Steady-state comparisons: Cooperative, OLNE, FBNE∗
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Equilibrium
Temper-
ature 1

Temper-
ature 2

Costate 1 Costate 2

Cooperative: T1 : 1.09 T2 : 1.91 λ∗T1 : −4.08 λ∗T2 : −5.76

OLNE d1
12 < d1

22: T1 : 1.85 T2 : 3.24 λ∗OL1T1 : −2.19 λ∗OL1T2 : −2.84

λ∗OL2T1 : −2.73 λ∗OL2T2 : −4.18

OLNE d1
12 > d1

22: T1 : 1.90 T2 : 3.33 λ∗OL1T1 : −3.14 λ∗OL1T2 : −4.39

λ∗OL2T1 : −1.82 λ∗OL2T2 : −2.70

FBNE d1
12 < d1

22: T1 : 3.54 T2 : 6.20 λ∗FB1T1 : −6.409 λ∗FB1T2 : −9.376

λ∗FB2T1 : −3.984 λ∗FB2T2 : −4.651

FBNE d1
12 > d1

22: T1 : 5.41 T2 : 9.69 λ∗FB1T1 : −6.534 λ∗FB1T2 : −9.582

λ∗FB2T1 : −4.118 λ∗FB2T2 : −4.799
∗ In the two FBNE rows, the derivatives of the value functions with respect

to the state variables are denoted by λFBiTi , i = 1, 2, instead of the usual V ∗FBiT i
,

i = 1, 2 and are called costates in order to be homogeneous with the rest of the
table.

The steady-state comparisons in Table 3 confirm the intuition that the
FBNE will have higher regional temperatures and higher climate externality
costs, as indicated by the values of the costate variables, than both the
cooperative solution and the OLNE. The paths for the costate variables
start from negative initial values and converge uniformly to their steady-
state values. So the cost of the climate externality can be calculated at
each point in time. The case in which incremental damages in region 1 from
an increase in temperature in region 2 are higher than the corresponding
damages in region 2, i.e. dl12 > dl22 — the case or remote effects — could
be of interest. This is because in this case there is a "flow" of damages
from upstream to downstream and region 2, following either open loop or
feedback rules, seems to have incentives to increase its emissions since part
of the damages will be realized in region 1. This results in relatively higher
steady-state anomalies both in OLNE and FBNE.

It should be finally noted that LQ differential games with feedback in-
formation structure could also have nonlinear feedback strategies (Dockner
and van Long, 1993; Rowat, 2007). A nonlinear feedback strategy for our
problem may lead to an equilibrium with different characteristics than the
one obtained by linear strategies. Looking for nonlinear strategies is beyond
the scope of the present paper. However, this is a potentially interesting area
of further research, since the behavior of regions which may expect that part
of the damages generated by their emissions will be borne by other regions
can be explored in a model with non-cooperative behavior and spatial struc-
ture. This is not the case usually studied by the traditional IAMs of climate
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change, which concentrate mainly on global mean temperature.16

As in the case of OLNE, a social planner seeking to implement the coop-
erative tax needs to impose an additional tax in each region. This additional
tax should bridge the gap between the optimal tax under full cooperation
and the regional FBNE value of the climate externality, so that

τ∗OPTj = −λ
[
λ∗T1 + λ∗T2

]
−
(
−λ
[
λ∗FBjT1 + λ∗FBjT2

])
, Region j = 1, 2. (29)

7 Two-Box Ramsey Type Models

This section develops a Ramsey-type modeling in the context of the two-
region climate models of Alexeev and Jackson (2012) and Langen and Alex-
eev (2007). We continue to make rather drastic simplifying assumptions in
order to concentrate on the impact of heat transport.

In developing the Ramsey model, we explicitly consider a Cobb-Douglas
production function in each region,

Y (j, t) = A (j, t)K (j, t)αK L (j, t)αL E (j, t)αE , j = 1, 2, (30)

where K (j, t) is the stock of capital and A (j, t) is a productivity factor.
Using this production function, the capital budget constraint for each region
becomes

K̇ (j, t) = Y (j, t)− C (j, t)− δK (j, t) , j = 1, 2. (31)

A deterministic Ramsey two-region optimization model is developed,
which will be referred to as the "closed economy" problem. In this model,
each region is limited by its own budget constraint and no transfers between
regions take place. The particular assumptions connected to this scenario
are restrictive and perhaps not so realistic, but they help to set up a bench-
mark model that can be compared with the other polar case in which the
economy is completely open, with free flows of capital, fossil fuel and con-
sumption goods across locations.

Assuming that utility in each region is logarithmic in effective consump-
tion Ce−φ(j,Tb+T ), the current value Hamiltonian for this Ramsey-type prob-
lem is:
16The case where actions related to climate in one region could cause relatively more

damages in other regions, when regions behave in a non-cooperative way, could also be
interesting to study in the case of unilateral Solar Radiation Management (SRM). In this
case unilateral SRM in one region could generate relatively higher damage through, for
example, change in precipitation patterns, or acidification, in other regions. This could
provide further incentives for unilateral SRM.
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H =

j=2∑
j=1

{v (j)L (j, t) [lnC (j, t)− φ (j, Tb + T )] +

λT1 (t)
1

H
[(−B − γ1 − γ2)T1 + γ1T2 +

λ [E (1, t) + E (2, t)]] +

λT2 (t)
1

H
[(γ1 + γ2)T1 + (−B − γ1)T2 +

λ [E (1, t) + E (2, t)]] +
j=2∑
j=1

λK (j, t) [Y (j, t)− C (j, t)− δK (j, t)] .

In order to be able to study steady states, we make the simplifying as-
sumptions constant population and no productivity growth in each region so
that L (j, t) = L (j) , A (j, t) = A (j) . Under these simplifying assumptions,
the optimality condition for the two-region Ramsey model can be written
as follows. For the controls C(j, t), E (j, t):

v (j)L (j)

C(j, t)
= λK (j, t) or C0(j, t) =

αv (j)L (j)

λK (j, t)
(32)

(λT1 (t) + λT2 (t))
λ

H
= −λK (j, t)Z (j)αEK (j, t)αK E (j, t)aE−1 (33)

or E0 (j, t) =

[
− (λT1 (t) + λT2 (t)) (λ/H)

λK (j, t)Z (j)αEK (j, t)αK

] 1
aE−1

(34)

Z (j) = A (j)L (j)αL . (35)

The complexity of the resulting Hamiltonian system does not allow an-
alytical results. Therefore, some insights are obtained by resorting to simu-
lations. For the climate system the parameters of the previous sections are
used, while for the production system the following values are used:

αK = 0.35, aL = 0.60, aE = 0.05, A(1) = A(2) = 1, δ = 0.05. (36)

Steady-state results for the cooperative solution and the OLNE are
shown below. All steady states have the saddle point property and the
steady state externality tax is defined as τ = − (λT1 + λT2)

λ
H .

Cooperative Solution: Steady states and externality tax (ET, $/tCO2)
T1 T2 λT1 λT2 ET

0.95 1.66 −3.92 −5.52 52.51

OLNE: Steady states and externality tax (ET, $/tCO2) and welfare gain
(WG) from moving to the cooperative solution
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(d12 < d22)
T1 T2 λ1T1 λ1T2 λ2T1 λ2T2 ET1 ET2 WG1 WG2

1.63 2.85 −2.09 −2.69 −2.58 −3.95 26.54 36.32 16% 36.4%
(d12 > d22)
T1 T2 λ1T1 λ1T2 λ2T1 λ2T2 ET1 ET2 WG1 WG2

2.27 3.98 −3.86 −4.76 −1.11 −1.49 45.33 14.48 237% 47.3%

At the OLNE, the additional tax in each region which is necessary to
attain the cooperative steady state is ET - ETj , j = 1, 2.

8 Conclusions

An important characteristic of climate feedbacks is the transfer of heat from
the equator to the Poles. When extra forcing through anthropogenic emis-
sions is present, this transfer creates Polar or Arctic amplification. AA in
turn could induce a "flow of damages" from the Poles to the South. In
the present paper, a two-box —or two-region —climate model, which allows
for heat and moisture transport from the southern region to the northern
region, is coupled with an economic model of welfare optimization.

In the economic model, fossil fuel use or emissions are determined at
cooperative and non-cooperative solutions. Non-cooperative solutions cor-
respond to open loop and feedback Nash equilibrium solutions for the two
regions. Non-cooperative solutions are asymmetric. Asymmetries stem from
the differentiation of damages in each region due to AA.

Using numerical simulations, it is shown, in line with previous findings,
that ignoring spatial heat and moisture transport and the resulting AA
results in welfare loss and bias in a tax on GHG emissions. The results
hold both for cooperative and non-cooperative solutions. The effects are,
however, asymmetric and depend on which region suffers higher damages
from AA.

When damages from AA are higher in region 1 than in region 2, results
suggest that at a non-cooperative solution, region 2 has an incentive to
increase emissions, especially when feedback strategies are followed, since a
part of these damages move "downstream" to region 1.

The asymmetric behavior of regions at the non-cooperative solutions
suggest that when each region follows a climate policy maximizing its own
welfare, then different additions to regional carbon taxes should be applied
if the objective is to attain the cooperative paths for emissions and temper-
ature anomalies. The results remain robust when the model is extended to
cooperative and OLNE solutions of a Ramsey-type growth model with heat
transfer and AA.

Regarding the numerical estimates which provide the main quantitative
insights, the present model —like many stylized abstract models —is meant
only to be suggestive of what a more realistic exercise might find. Complex
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models, like most of the IAMs, are diffi cult to comprehend, especially regard-
ing the emergence of the numerical results (van der Ploeg and Rezai, 2016).
On the other hand, relatively simple models could provide a framework in
which the theoretical predictions seem to be confirmed by the numerical
exercises.

The present model could be extended along different lines. The spatial
structure could be enhanced by allowing for more regions, stochastic shocks
could be introduced, and more advanced computational methods could be
applied to solve the nonlinear feedback problem instead of using its linear-
quadratic approximation. One of the most important issues, however, in
this type of spatial modeling is the adequate estimation of regional damages.
This is a crucial area for further research which will provide credibility to
the quantitative estimates obtained from the models. For example, if heat
transfer from the Equator to the Poles did not exist, damages from extreme
heat documented by Hsiang et al. (2017) in the low latitudes might be
even larger and mortalities from both extreme heat in the low latitudes and
extreme cold in the high latitudes documented by Gasparrini et al. (2015)
might be even larger. In this sense, heat transfer tends to reduce damages
in the South. On the other hand, heat transport from low latitudes to
high latitudes might affect the frequency and intensity of extreme weather
events (Francis and Vavrus, 2014; Francis and Skific, 2015), and increase
sea level rise, permafrost melt and climate tipping risks causing damages in
the low latitudes with additional effects on carbon taxes and temperatures.
Detailed work on estimating marginal temperature and damage impacts
due to Equator-to-Pole heat transport will be needed in order to compute
its overall impact on optimal policy.

Another important area of future research is to exploit recent work on
emulation of responses of Atmospheric Ocean General Circulation Models
(AOGCMs) in order to improve modeling of the climate dynamics compo-
nent of our model. For example, Castruccio et al. (2014) fit the equation

Tt = β0 + β1

1

2

[
ln
CO2,t

CO2,0
+ ln

CO2,t−1

CO2,0

]
+ β2 (1− ρ)

k=t∑
k=2

ρk ln
CO2,t−k
CO2,0

+ εt

εt = φεt−1 + σzt , {zt} IIDN (0, 1)

T0 given, CO2,t concentration of CO2 at t, CO2,0 preindustrial concentration,

to regional yearly temperature data generated by their AOGCM for one sce-
nario to “train”their emulator. They then use their estimated equation for
that scenario to mimic the output of their AOGCM for another scenario.
They do this procedure for 47 regions. (See Castruccio et al. (2014, Table S1
in Supporting online material) for estimates.) Their performance measure
suggests that the emulator does a fairly good job of mimicking the output of
the much more complicated AOGCM. Castruccio et al. (2014, Figure 6) dis-
plays the emulated temperatures with the top of the display corresponding
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to northern latitude regions and the bottom of the display corresponding to
southern latitude regions. The pattern of higher temperatures as one moves
towards the northern regions is clear.

The advantage of emulation rather than our use of the Matthews et al.
(2009) and Leduc et al. (2016) approximate relationship between cumula-
tive emissions and temperature change is that climate scientists argue that
it is more appropriate to longer time scales than yearly ones, whereas yearly
time scales are more appropriate for economic analysis. Brock and Xepa-
padeas (2017a) exhibited a plot at time scales which are appropriate for
economic analysis, using MacDougall and Friedlingstein’s (2015) equations
that lie behind the Matthews et al. (2009) approximation of temperature
response to cumulative emissions. While their plot was approximately linear
at the yearly time scale, which supports using the Matthews et al. (2009)
approximation at the yearly time scale, future research should use better ap-
proximations of temperature response to cumulative emissions at the yearly
time scale. Future research should use the work on emulators to get a better
model of climate dynamics in our model.
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